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Abstract

Fraudulent shopping websites pose a significant threat to on-
line consumers and legitimate businesses: in 2023, victims
of such scams reported $392 million in losses to the Federal
Trade Commission. This alarming trend not only impacts in-
dividuals but also erodes societal trust in e-commerce, neces-
sitating urgent countermeasures. While previous studies have
attempted to identify these fraudulent websites at scale, they
face limitations such as potential bias in data collection, over-
reliance on easily manipulated features, and the lack of ex-
plainable results. This study explores the potential of Large
Language Models (LLMs) in identifying fraudulent shopping
websites, revealing that current LLMs underperform com-
pared to existing machine learning models. To address this,
we propose SCAMNET, a fine-tuned LLM for explainable
fraudulent shopping website detection. Our experimental re-
sults on real-world datasets demonstrate a breakthrough in
detection performance from 22.35% detection rate to 95.59%,
particularly in identifying subtle deceptive tactics such as us-
ing a legitimate-looking website template. SCAMNET offers
interpretable insights into its decision-making process, en-
hancing transparency and overcoming a key limitation of pre-
vious approaches.

Introduction
The proliferation of fraudulent e-commerce websites poses a
significant threat to the society, rippling from end users, ven-
dors, and financial departments. Fraudulent shopping web-
sites, distinct from phishing sites, lure customers with entic-
ing discounts on popular items, often resulting in the deliv-
ery of counterfeit goods or no products at all. These scams
pose a broader risk to the society by indiscriminately target-
ing online consumers, unlike phishing attacks which imper-
sonate only a specific brand. The Federal Trade Commission
reports a surge in online shopping scams, ranking them the
second most-reported fraud type in 2023, with $392 million
in loss (Commission 2023).

Traditional approaches to identifying fraudulent websites
rely heavily on manually crafted features, which can be
time-consuming to create and potentially miss subtle indica-
tors. Recent methods such as Scamdog Millionaire (Kotzias
et al. 2023) and BEYOND PHISH (Bitaab et al. 2023) at-
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tempted to address this issue but each has limitations. Scam-
dog Millionaire extracts 111 features from collected do-
mains to build a random forest-based classifier, yet its data
collection process may introduce bias by relying on spe-
cific scam repositories and filtering out popular domains,
potentially overlooking sophisticated scams masquerading
as well-known entities. Moreover, the limited scope of man-
ual verification in its real-world application raises concerns
about the robustness of the validation process.

BEYOND PHISH, a state-of-the-art fraudulent shopping
websites detection model, emphasizes URL-derived features
such as length, presence of suspicious keywords, and un-
usual characters. This model detected fraudulent shopping
websites with a high detection rate of 98.34% (Bitaab et al.
2023). However, scammers can easily manipulate URLs to
appear legitimate, thus evading detection. Moreover, the re-
liance of this approach on a limited set of manually engi-
neered features may struggle to keep pace with the evolv-
ing tactics employed by fraudsters (and our evaluation bears
this out, as BEYOND PHISH’s F-1 score drops from 90.19%
on their original dataset to 27.14% on a similar dataset we
collected two years later). BEYOND PHISH also lacks ex-
plainability which is a critical factor to the practice, since
browsers that are responsible for blocking illicit websites
cannot ban a website without a clear explaination. There-
fore, explainability will reduce the legal risk for browser
vendors such as Google and Microsoft.

Considering the limitations of traditional models and the
unexplored potential of Large Language Models (LLMs) in
identifying fraudulent shopping websites, two critical ques-
tions arise: (1) can LLMs effectively detect fraudulent shop-
ping websites at scale using their inherent knowledge and
capabilities and (2) what approach should we employ to
maximize performance when using LLMs for explainable
fraudulent shopping websites detection? To answer these
questions, we examine LLMs’ efficacy in identifying fraud-
ulent shopping websites.

Our investigation involves empirical analysis to uncover
LLMs’ latent capabilities. We employ two distinct prompt-
ing strategies (zero-shot and few-shot) to classify websites
as fraud or legitimate. These prompts incorporate the URL,
website content, and WHOIS information. Surprisingly, our
initial findings reveal that even the most effective LLM-based
approach falls short of the performance achieved by a recent



open-source feed-forward neural network model (Bitaab
et al. 2023). The results indicate that current LLMs can not
serve as suitable replacements for task-specific trained mod-
els in identifying fraudulent shopping websites, and remains
an untapped potential.

To augment LLMs for this task, we develop a multi-step
approach. First, we created a refined dataset based on the
BEYOND PHISH study, removing redundant data and web-
sites with insufficient information such as empty website
content or WHOIS information. Next, we used a two-phase
fine-tuning process to build an explainable non-phishing de-
tection model based on the Llama-3-8B-Instruct (Touvron
et al. 2023) model. The initial phase used supervised fine-
tuning to create a model capable of identifying non-phishing
sites, while the second phase creates a small but precise ex-
plainable dataset that includes reasons a website is fraudu-
lent or legitimate. We then use this dataset to fine-tune the
model, resulting in an explainable fraudulent shopping web-
sites detection system we call SCAMNET.

To assess SCAMNET’s effectiveness, we perform exten-
sive evaluations on real-world datasets. Our results indicate
that SCAMNET performs better than traditional Machine
Learning (ML) methods, even on temporal data, improving
performance on recently gathered dataset from 22.35% de-
tection rate to 95.59%. This suggests that fine-tuned LLMs
can find meaningful patterns in website information. We also
evaluated the explanations generated by our fine-tuned LLM
and found that it can produce clear and insightful justifi-
cations. By using specific prompts to guide the LLM, we
showed that these explanations significantly improve fraud-
ulent shopping websites detection.
The main contributions of this paper are the following:
• We explore the effectiveness of using LLMs to detect

fraudulent shopping websites, both out-of-the-box and
fine-tuned. We demonstrate that LLMs can be fine-tuned
to fraudulent shopping websites detection without man-
ual feature extraction.

• We create a novel accurate dataset with explanations for
fraudulent shopping websites detection.

• We conduct extensive experiments and ablation studies
to show how SCAMNET works in real-world situations.

Background: LLMs for Classification
Large Language Models (LLMs) have emerged as powerful
tools for various natural language processing tasks, includ-
ing text classification (Kant et al. 2018; Menon and Von-
drick 2022; Sun et al. 2023). These models have demon-
strated remarkable capabilities in understanding and gener-
ating human-like text across various domains. Unlike tra-
ditional machine learning approaches that require extensive
feature engineering for a given task, LLMs can be applied to
classification tasks with minimal adaptation through tech-
niques such as few-shot learning, unsupervised or super-
vised fine-tuning (Hegselmann et al. 2023).

The use of LLMs for text classification has gained signifi-
cant attention due to their ability to capture complex linguis-
tic patterns and contextual information. Studies have shown
that LLMs can achieve competitive or superior performance

Model Accuracy TPR FPR F-1
GPT-3.5 - 0-shot 48.18% 99.19% 71.67% 51.75%
GPT-3.5 - 2-shot 29.73% 100.00% 97.62% 44.37%
GPT-4 - 0-shot 89.46% 91.26% 11.23% 82.91%
GPT-4 - 2-shot 90.21% 68.90% 1.50% 79.76%

BEYOND PHISH 94.57% 90.10% 3.71% 90.19%

Table 1: Performance metrics of BEYOND PHISH compared
to state-of-the-art LLMs on the BEYOND PHISH evaluation
dataset shows that fraudulent shopping websites detection is
a new domain.

compared to traditional supervised learning methods, es-
pecially in scenarios with limited labeled data (Lin et al.
2024). However, challenges remain in optimizing LLMs for
specific classification tasks, particularly fine-tuning strate-
gies. Recent research has explored various approaches to
enhance LLM performance in text classification, including
parameter-efficient fine-tuning (Ding et al. 2023), and the
generation of synthetic training data (Chung, Kamar, and
Amershi 2023). These advancements aim to leverage the
pre-trained knowledge of LLMs while adapting them more
effectively to specific classification tasks.

LLMs for Detecting Fraudulent Shopping
Websites

·We first assess the capability of representative large lan-
guage models (LLMs) to identify fraudulent shopping web-
sites. Our evaluation employs two prompting approaches
and benchmarks the results against the state-of-the-art BE-
YOND PHISH model. We selected BEYOND PHISH for com-
parison due to its open-source nature and our inability to
access other similar models such as “Scamdog Million-
aire” (Kotzias et al. 2023).

In this experiment, we use the dataset employed and re-
leased by (Bitaab et al. 2023) that evaluated the BEYOND
PHISH classifier. The task involves classifying a website as
legitimate or fraudulent based on the website’s character-
istics. To enhance the dataset quality of BEYOND PHISH’s
testing dataset we perform a de-duplication step.

We evaluate GPT-3.5-turbo and GPT-4, developed by
OpenAI (Achiam et al. 2023). These LLMs can adapt to
tasks through instructions or few-shot demonstrations, cir-
cumventing the impracticality of task-specific fine-tuning
for such large models. We employ two prompting strategies:
0-Shot Prompting: This method constructs prompts con-
taining only the task description and the given website in-
formation. To enhance response quality and reduce refusal
rates, we optionally incorporate role-playing techniques in
task descriptions.
2-Shot Prompting: This approach provides task-specific
prompts along with two website info-label samples: one le-
gitimate and one fraudulent website.

Through these methods, we aim to comprehensively as-
sess the LLMs’ potential in detecting fraudulent shopping
websites and compare their performance against established
machine learning models. Table 1 presents the results be-



tween GPT-3.5-turbo, GPT-4, and BEYOND PHISH on the
testing set. The results reveal several key insights:
LLM Performance vs. Specialized Classifiers: Despite the
general perception of LLMs as powerful tools, they under-
performed compared to the machine learning-based classi-
fier across both prompting approaches, which suggests that
LLMs lack the task-specific knowledge required.
Impact of Prompting Approaches: Providing examples
to an LLM for classification can improve its performance.
Thus, we perform a two-shot approach which provides an
example of a legitimate website and an example of a fraud-
ulent non-phishing website. As we can select these exam-
ples randomly, we do this experiment five times and report
the average results. There is minimal or no improvement
between zero-shot and two-shot experiments. The only ex-
ception is GPT-4, where the two-shot prompting approach
showed an improved (reduced) false positive rate.
Scalability and Privacy: Fine-tuning smaller models based
on initial LLM outputs can balance performance and cost-
effectiveness. This approach allows for secure, on-premise
deployment and avoids potential privacy concerns associ-
ated with sending data to third-party API providers.

In conclusion, out-of-the-box LLMs fall short in replacing
specialized ML models for tasks such as non-phishing de-
tection. It seems that the combination of higher performance
and lower costs makes traditional ML approaches more suit-
able for this application. However, fine-tuning smaller mod-
els may offer a path forward for balancing performance,
cost, and scalability.

Proposed Method
In the previous section, we conducted an experiment to eval-
uate Large Language Models (LLMs) in detecting fraud-
ulent shopping websites. Our findings indicate that com-
mercial LLMs, in their current pre-trained state, are inad-
equate for the fraudulent shopping websites detection task.
We believe this incapability is related to fraudulent shop-
ping websites detection being a specialized task, which falls
outside the typical training corpus of contemporary LLMs.
This hypothesis is consistent with the challenges of applying
general-purpose language models to highly specialized tasks
without domain-specific adaptation (Hu et al. 2021). Our re-
sults underscore the importance of tailored model optimiza-
tion and the potential need for curated datasets in detecting
fraudulent shopping websites.

SCAMNET: An Explainable LLM-based Model for
Fraudulent Shopping Websites Detection
Detecting potential fraudulent shopping websites necessi-
tates the development of a robust classifier capable of differ-
entiating between legitimate and fraudulent shopping web-
sites. Previous research in this area is limited, as highlighted
by (Bitaab et al. 2023), who underscore the scarcity of stud-
ies focused on detecting fraudulent shopping websites. The
proposed open-source classifier, BEYOND PHISH, uses fea-
tures derived from the website’s content, WHOIS informa-
tion, and the URL structure.

Inspired by this work and recent advancements in LLMs,
we propose designing and optimizing an LLM specifically
tailored for fraudulent shopping websites. The reason for
employing an LLM lies in its ability to autonomously extract
and process contextual features from textual data, potentially
surpassing the efficacy of manual feature extraction methods
traditionally used in classification tasks (Zhang et al. 2023).
This approach aims to harness LLMs’ pattern recognition
and natural language processing capabilities to enhance the
accuracy of phishing detection mechanisms.

Figure 1 shows the general tuning pipeline of SCAMNET.
We employ the Llama-3-8B-Instruct model as the founda-
tional LLM. We fine-tune Llama-3-8B-Instruct with a cus-
tom prompt designed to facilitate the detection task. Here is
a refined and properly formatted version of our prompt tem-
plate and its application:

# Information:

{input features}

# Pred:

{website's label}

In this prompt template:
• input features is populated with general textual features

extracted from the website. These features include URL
structure, website main page textual content, outgoing
links (also called external links), and important WHOIS
fields. We provide this information as follows:

## URL:

website's URL

## Content:

website's body text

## External Links:

list of external links

## WHOIS Information:

list of WHOIS information

We prepare the input data to effectively use the Llama-3-
8B-Instruct model. We begin by populating all fields in our
data structure, except for the CONTENT field. These fields
include metadata such as URL, WHOIS information, and
external links. Then, the focus shifts to the Content field.
Given the token limit, it is often necessary to truncate the
website content to fit within the remaining token space af-
ter accounting for the other fields.

• website’s label is the target output of the LLM, where it
should predict whether the website is legitimate or fraud-
ulent: The label is either legit or scam.
In the process of adapting the Llama-3-8B-Instruct model

to the specialized task of fraudulent shopping websites de-
tection, we leverage the Low-Rank Adaptation (Hu et al.
2021) (LoRA) technique to incorporate task-specific in-
formation without extensively retraining the entire model.
LoRA, a method that introduces additional trainable layers
to the pre-existing architecture of Large Language Models
(LLMs), selectively fine-tunes these layers while keeping
the core model parameters intact (Hu et al. 2021). This se-
lective adaptation strategy is important for several reasons.
First, it significantly mitigates the risk of catastrophic forget-
ting, a common challenge in neural network training where



Large Language Model
(Llama-3-8B-Instruct)

Training Dataset

LoRA weights LoRA weights
LoRA Tuning

ScamNet - Step 1

Merge

High Performance
LLM

Manually Curated
Explanation Samples

Manually filtering dataset

Explanation Dataset

LoRA Tuning Merge ScamNet

Classification Prompt Builder Explanation Prompt Builder

Figure 1: The proposed pipeline for creating an LLM-based fraudulent shopping websites detection. We use Llama-3-8B-
Instruct as the base model to perform a two-step supervised fine-tuning.

Dataset Model Accuracy TPR FPR F-1

BP Evaluation
BEYOND PHISH 94.57% 90.10% 3.71% 90.19%
Llama-3-8B-Instruct 73.81% 89.35% 38.45% 75.06%
SCAMNET 99.47% 99.08% 0.22% 99.40%

Real-World Evaluation
BEYOND PHISH 81.94% 22.35% 7.50% 27.14%
Llama-3-8B-Instruct 75.55% 84.55% 26.05% 51.15%
SCAMNET 98.85% 95.59% 0.57% 96.15%

Table 2: Performance metrics of BEYOND PHISH model
compared to SCAMNET.

acquiring new knowledge leads to the erosion of previously
learned information (Kirkpatrick et al. 2017). Furthermore,
compared to traditional full-parameter fine-tuning methods,
LoRA is more resource-efficient. It reduces the computa-
tional overhead and memory requirements associated with
updating the vast parameter space of models such as Llama-
3-8B-Instruct, making it a practical choice for scenarios with
limited hardware capabilities. To ensure comparability in
our study, we employed the deduplicated training and testing
datasets used in the BEYOND PHISH methodology, which
were obtained directly from the authors.

Building upon our LoRA-based fine-tuning approach, we
create a pipeline to generate explainable reasons for the
website classification as legitimate fraudulent. This pro-
cess involves creation of a small and precise dataset of 200
explanations, showing the rationale behind categorizing a
given website as either legitimate or fraudulent. Our cura-
tion methodology employs a multi-stage filtering process,
leveraging commercial LLMs and expert human validation
to filter-out low-quality generated data and improving the
explanations to increase data quality.

Finally, we use this curated dataset to further fine-tune
SCAMNET, enhancing it to not only classify websites but
also provide justifications for its decisions. These justifica-
tions can be used by a human analyst to verify and validate
the results of SCAMNET before applying a proactive mea-
sure, such as adding the website to a blocklist.

Dataset # Legitimate # Fraudulent Collection Date

BP Data
Train Set - Step 1 10492 8430 Dec 2018 - Nov 2021
Train Set - Step 2 100 100 Dec 2018 - Nov 2021
Evaluation Set 2645 2086 Dec 2018 - Nov 2021

Real-World Data Evaluation Set 1923 340 May 2024 -June 2024

Table 3: Dataset statistics.

Experiments and Results
We design experiments to measure the effectiveness of
SCAMNET. We aim to answer three main research ques-
tions: (Q1) How does fine-tuning help in creating an LLM
that can detect fraudulent shopping websites with explain-
able output? (Q2) How does the size of the tuning dataset
and parameters affect the results? (Q3) How reliable are the
generated explanations by our model?

To answer Q1, we evaluate our fine-tuned LLM after each
step of tuning, before and after tuning the model on the given
explainable dataset. Then, to answer Q2, we design an abla-
tion study to show the effects of important fine-tuning pa-
rameters in the final model’s outcome. Finally, to answer
Q3, we perform a manual analysis on the generated reason-
ing by our model to assign a reliability score to them.

We compared several baselines in our experiments, in-
cluding the state-of-the-art BEYOND PHISH method. Table 1
shows the results comparing the following baselines:
• BEYOND PHISH (Bitaab et al. 2023): This classifier uses

manually extracted features from the website’s content,
WHOIS information, and URL to detect fraudulent shop-
ping websites websites. This method is based on a feed-
forward neural network model.

• Llama-3-8B-Instruct (Touvron et al. 2023): To evalu-
ate the effectiveness of our tuning method, we also eval-
uate the base Llama-3-8B-Instruct model which is an
instruction-tuned variant of Llama-3-8B.

Dataset
Training Datasets: In this section, we provide the details
of the training datasets that we used for our two-step super-
vised fine-tuning approach:



Step 1 Dataset: For this step, we use the markdown-based
template discussed previously. We use BEYOND PHISH’s
training set (Bitaab et al. 2023) to perform the first round
of supervised fine-tuning.
Step 2 Dataset: This step involves creating an explainable
dataset. We create a small but precise dataset that can be
used to teach an LLM and provide explanations for its label.
The process is as follows:

1. We first create several manually curated examples for
randomly selected websites from our training set. For
each website, we provide our reasons in three main cate-
gories. Below is a template we used to show the model’s
reasoning:

## WHOIS Information:
list of observations on website's

WHOIS data↪→

## Website's Content and External
Links:↪→

list of reasons why this website is
legitimate or fraudulent based
on its content and source code

↪→

↪→

## Miscellaneous:
list of reasons that do not belong

to either of the above
categories

↪→

↪→

2. After creating four reasoning examples (two legitimate
and two fraudulent, following a four-shot strategy), we
use a commercial LLM, GPT-4, to create the same type
of reasoning for the rest of the dataset.

3. We then randomly select 200 samples, manually analyze
and fix the reasoning, thus improving the dataset quality.

We then use this small and precise reasoning dataset to
perform a second round of supervised fine-tuning.

Evaluation Datasets To assess SCAMNET, we consider
two evaluation datasets. First, we evaluate the fine-tuned
LLM on the same test set as BEYOND PHISH. This dataset
is able to show the general capability of models on detecting
fraudulent shopping websites.

To further improve our evaluation, we collect and perform
evaluations on collected websites from real-world scenar-
ios. We collect 2, 267 websites from May 2024 to June 2024
by automatically searching the web using various shopping-
related keywords, and our security experts manually assign
labels to each website. Although our collected dataset is sim-
ilar to BEYOND PHISH’s evaluation dataset, it is two years
more recent and thus representative of current fraudulent
shopping websites. In addition, none of the models were
trained on this dataset. The dataset statistics are shown in
Table 3.

To show the importance of our newly collected dataset,
we try to compare the dataset domains using t-distributed
Stochastic Neighbor Embedding (t-SNE). Figure 2 shows
the datasets’ distribution in two dimensions for fraudulent
shopping websites. Comparing the data points, we see that
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Figure 2: t-SNE plot of BP test dataset and our real-world
collected dataset. This plot shows a gap between the two
evaluation datasets, indicating a data shift that is happening
in recent fraudulent shopping websites.

the two datasets do not have many data points in common.
Finally, another important point from the t-SNE plot is that
the new testing dataset is very diverse and does not belong
to a single scam campaign. This makes the dataset suitable
for assessing a model’s robustness through time.

Optimization Algorithm
Our optimization process employs a two-step Supervised
Fine-Tuning (SFT) approach using Low-Rank Adaptation
(LoRA) to efficiently adapt the Llama-3-8B-Instruct model
for fraudulent shopping websites detection while maintain-
ing explainability.
Step 1: Initial Fine-Tuning

In the first step, we apply LoRA to fine-tune the model
on our fraudulent shopping websites detection dataset de-
rived from BEYOND PHISH’s dataset (Bitaab et al. 2023),
but with reduced noise. To maximize adaptation quality, we
target all linear layers in the model, as opposed to only the
attention blocks. This approach allows for a more compre-
hensive update of the model’s knowledge while maintaining
efficiency.

We perform the initial fine-tuning step on different values
of learning rates and LoRA rank values. Finally, we select
the best checkpoint according to the evaluation loss during
tuning.
Step 2: Explainable Fine-Tuning

After the initial fine-tuning, we merge the LoRA weights
into the base model. This step integrates the task-specific
knowledge gained from the first fine-tuning phase directly
into the model architecture.

We then perform a second round of SFT using our curated
explainable dataset. This dataset contains detailed explana-
tions for website classifications, enabling the model to gen-
erate coherent and insightful justifications for its decisions.
Using a smaller and focused dataset aims to enhance the
model’s ability to provide clear explanations without over-
fitting or losing fraudulent shopping websites detection ca-
pabilities acquired in the first step.

Throughout both stages, we use the AdamW optimizer
and a linear learning rate scheduler with warmup. This com-



Parameter Value for Step 1 Value for Step 2
Learning rate 1e-4 1e-5
LoRA rank r 16 32
Number of epochs 2 2

Table 4: Hyperparameters for explainable fine-tuning pro-
cess. Note that we always set the LoRA’s parameter α =
2× r.

bination helps manage the learning process effectively, par-
ticularly given the specialized nature of our task and the need
to balance performance with explainability. We provide the
hyperparameters used for each step in Table 4. We use four
H100 GPUs to tune the models on bf16 precision.

Evaluation Results
As shown in Table 1, we explore the application of LLMs
to the task of fraudulent shopping websites detection, a rela-
tively uncharted area within the field. The results indicate a
challenge in adapting general-purpose LLMs, such as GPT-
4, to effectively identify fraudulent shopping websites. This
finding is not unexpected, given the limited availability of
robust datasets tailored for this task.

Table 2 shows the results of SCAMNET compared to other
baselines on the two datasets. The BEYOND PHISH method,
designed explicitly for fraudulent shopping websites detec-
tion, demonstrates superior performance on its own evalua-
tion dataset, even better than state-of-the-art LLMs. How-
ever, it fails to reach the performance of SCAMNET, es-
pecially when it has a low false positive rate (Q1). More-
over, we observe a random behavior from non-tuned Llama-
3-8B-Instruct model as it predicts the fraudulent label for
almost all of the given websites. Comparing the results of
SCAMNET to non-tuned Llama-3-8B-Instruct indicates that
fraudulent shopping websites detection is a new domain
for LLMs, and our proposed approach improves the results
by adopting the domain of pre-trained Llama to fraudulent
shopping websites detection.

Further, we perform the same evaluation on the new in-
the-wild dataset, including the dataset collected over two
years after than the training set. The results indicate that
BEYOND PHISH does not perform well on newer fraudulent
shopping websites. The performance degrades from a high
TPR of 90.10% to a very low TPR of 22.35%, while SCAM-
NET shows promising performance. We believe that the rea-
son the explainable model keeps its good performance on
the real-world dataset is that we used a curated representa-
tive training set to improve its reasoning capabilities. This
finding aligns with recent research that shows that using a
high-quality dataset, although small in size, can improve the
results by a significant margin (Zhou et al. 2024).

Ablation Study
Next, we aim to answer research question Q2 by performing
an analysis on important model tuning parameters. One im-
portant aspect of our model tuning is using LoRA, in which
two important values affect the outcome, LoRA rank rLoRA

Algorithm 1: Two-Step LoRA Fine-Tuning for Explainable
fraudulent shopping websites Detection.

Require: Pre-trained model M , fraudulent shopping web-
sites detection dataset Dnp, explainable dataset Dexp

Ensure: Fine-tuned explainable fraudulent shopping web-
sites detection model Mexp

1: Step 1: Initial Fine-Tuning
2: Initialize LoRA adapters L1 for all linear layers in M
3: Set hyperparameters: learning rate lr1, LoRA rank r1,

LoRA alpha α1, batch size b1, epochs e1
4: for epoch = 1 to e1 do
5: for batch in Dnp do
6: Update L1 using AdamW optimizer and linear

learning rate scheduler
7: end for
8: end for
9: M1 ←Merge L1 into M

10: Step 2: Explainable Fine-Tuning
11: Initialize new LoRA adapters L2 for all linear layers in

M1

12: Set hyperparameters: learning rate lr2, LoRA rank r2,
LoRA alpha α2, batch size b2, epochs e2

13: for epoch = 1 to e2 do
14: for batch in Dexp do
15: Update L2 using AdamW optimizer and linear

learning rate scheduler
16: end for
17: end for
18: Mexp ←Merge L2 into M1

return Mexp

and scale value αLoRA. We apply our approach on different
LoRA rank values rLoRA ∈ {8, 16, 32} which keeping the
scale value α = 2× rLoRA. Figure 3 shows the performance
results for each experiment. Moreover, to show the impact of
using our curated dataset for a second round of supervised
fine-tuning, we include the results of SCAMNET after step 1
of SFT.

The experimental results show an improvement in the per-
formance of SCAMNET after the two-step supervised fine-
tuning process. This enhancement was particularly evident
after the second round of fine-tuning, which used our cu-
rated explainable dataset. The performance improvement af-
ter the second fine-tuning step suggests that the model be-
came better adapted to the target domain’s features. This
highlights the value of iterative fine-tuning and domain-
specific datasets in optimizing LLMs for specialized tasks.

Analysis of LoRA rank r variations shows distinct perfor-
mance trends across two rounds of SFT. In the first round,
performance improved as r increased to 16 but declined at
r = 32, suggesting potential overfitting. Consequently, the
checkpoint with r = 16 was selected for the second round.
The second round shows improved performance at r = 32,
contrasting with the first-round results. These findings un-
derscore the complex relationship between LoRA rank and
dataset properties, highlighting the necessity for iterative
tuning and careful parameter selection in model optimiza-
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Score

Label Bad (0) OK (1) Good (2)

Fraudulent 0 76 20
Legitimate 4 4 92

Total 4 80 112

Table 5: Statistics of manually reviewed SCAMNET’s gener-
ated explanations on the real-world evaluation dataset.

tion.

Reasoning Reliability
We design a human study to answer research question Q3
to study the quality of generated explanations. We start by
creating a simple scoring guideline to assign a general eval-
uation score to each of the generated reasoning. The scoring
guideline is as follows:
• If the generated reasoning is not related to the given label

or the provided website’s information, the score is 0 -
BAD.

• If most of the generated reasons are related to the given
label and the provided website’s information, the score is
1 - OK.

• If all of the generated reasons are related to the given
label and the provided website’s information, the score is
2 - GOOD.

We assign 200 websites, where the label has been de-
tected correctly, to three security experts to score based on
the guidelines. We then aggregate their results by averaging
the scores for each model’s output.

Table 5 shows the statistics of the assigned scores to
SCAMNET’s generated explanations. The overall average
score reported is 1.8, reflecting a Good reasoning quality.
This result verifies that our model can identify important
points when assigning a legitimate or fraudulent label to a

website. We further show several examples of our model’s
explainable output in the supplementary materials.

Related Work
Fraudulent Shopping Websites Detection: Several stud-
ies explored approaches to identify deceptive online
shops (Carpineto and Romano 2017). These approaches in-
clude classifying fraudulent websites based on their source
code structure similarity (Beltzung et al. 2020) or using
Doc2Vec for vectorization of HTML to detect fake Japanese
shopping sites (Sakai et al. 2023). Other research focuses
on detecting fraudulent shopping websites by analyzing user
reviews (Manek et al. 2016). Two recent methods for detect-
ing fraudulent online shopping websites are a random forest-
based classifier (Kotzias et al. 2023) and a neural network-
based approach (Bitaab et al. 2023). Both methods use fea-
ture extraction to assess website legitimacy but face chal-
lenges with evolving fraudulent techniques.
LLMs for classification: Recent studies have revealed sig-
nificant limitations in ChatGPT’s commonsense reasoning
abilities compared to fine-tuned models (Qin et al. 2023;
Laskar et al. 2023). While some research on GPT-4 showed
promise in real-world physical reasoning tasks (Bubeck
et al. 2023), overall evaluations indicate that ChatGPT
under-performs in various logical reasoning challenges. De-
spite displaying high confidence, ChatGPT demonstrates an
inability to maintain consistent beliefs about truth across di-
verse reasoning tasks (Wang, Yue, and Sun 2023). These
findings highlight the need for more comprehensive assess-
ments of LLMs’ reasoning capabilities.

Conclusion
Our investigation into the efficacy of Large Language Mod-
els (LLMs) for fraudulent shopping websites detection re-
vealed that commercial out-of-the-box LLMs under-perform
compared to traditional ML-based models. However, fine-
tuning a Llama-3-8B model using the same dataset as tra-
ditional ML models yielded surprising results. The fine-
tuned LLM not only outperformed the ML-based model
on the testing set but also demonstrated superior perfor-
mance data collected two years later. These findings high-
light a crucial insight: while LLMs possess sophisticated
analytical capabilities, they may struggle to fully leverage
their internal knowledge for specialized tasks without proper
fine-tuning. Our research suggests that “mining” the poten-
tial of LLMs through targeted fine-tuning on the appropri-
ate dataset, including samples with reasoning behind labels,
can lead to significant performance improvements. Notably,
the achieved False Positive Rate of 0.57% is particularly
promising for practical security applications, as it minimizes
the risk of legitimate websites being incorrectly flagged as
fraudulent.
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